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Executive Summary 

This report begins with an assessment of the ensemble characteristics of the current NASA 

GMAO GEOS subseasonal to seasonal forecast system (GEOS-S2S-2), with the previous 

version (GEOS-S2S-1) serving as a benchmark.  The results show that S2S-2 has substantially 

increased dispersion in the SST ensemble forecasts compared with S2S-1, producing ensemble 

uncertainties in Niño3.4 predictions that are more in line with the actual forecast errors, though 

S2S-2 appears to be over-dispersive at some of the longest forecast leads.   Furthermore, these 

changes in ensemble dispersion appear to reflect changes in the model’s climate variability 

rather than any changes in the method of initializing the ensemble members, with the S2S-2 

model exhibiting more realistic (increased) subseasonal SST variability, though excessive 

interannual (ENSO) variability.  It is only at the shorter forecast leads (1-2 months) that S2S-2 

still appears to be somewhat under-dispersive. 

We next look ahead to improving the ensemble characteristics of the next system (S2S-3) with 

an added focus on the sub-seasonal forecast problem.   Limited tests of the relative advantages of 

time- lagged and burst approaches to ensemble generation showed considerable year to year 

variability in the results, with the long lead (beyond 3 months or so) ensemble spread of ENSO 

SST indices showing little sensitivity to the actual method of generating the initial uncertainty.  

At shorter leads (1-2 months) the under-dispersive nature of the ENSO SST predictions in S2S-2 

appears to reflect inadequate (likely too small amplitude) oceanic perturbations, since the 

atmospheric perturbations appear ineffective in substantially impacting the SST uncertainty at 

such short forecast leads.  A statistical analysis of our current approach to generating 

perturbations (produced as scaled differences between two analysis states five days apart) shows 
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that, 1) a rich array of physically realistic perturbations (spatial structures) can be obtained for 

both the atmosphere and ocean by varying the separation time between the analysis states, 2) the 

leading structures of the difference fields have some correspondence with the fastest growing 

modes determined from a singular value decomposition of the model’s linear propagator, and 3) 

the amplitude of the unscaled difference perturbations is a function of the separation and, as 

such, the scale factors should account for the temporal autocorrelation of the fields in question. 

 

Based on the above results, we recommend a strategy for ensemble forecasting for our next 

system (S2S-3) that is overall similar to our current approach, in that the strategy employs a 

combination of time-lagged and burst ensemble members.  A key difference is that, for the burst 

mode, we recommend introducing perturbations based on a range of different time lags.  This 

methodology, referred to as a Synchronized Multiple Time-lagged (SMT) approach to generating 

perturbations, injects uncertainty (at a specified time) into a number of key atmospheric and 

oceanic modes of variability believed to have a significant impact on the early stages (1-2 

months) of forecast error growth.  Furthermore, while recognizing the importance of large 

ensembles for obtaining reliable estimates of various ensemble forecast statistics (e.g., reliability, 

consistency), our assessment of the forecast skill of some of the leading modes of subseasonal 

atmospheric variability (e.g., the North Atlantic Oscillation (NAO), the Pacific/North American 

(PNA) pattern and the Arctic Oscillation (AO)) indicates that we have little to gain in terms of 

skill by increasing the ensemble size much beyond 30 or so.  Finally, current computational 

resource limitations and timeliness constraints (e.g., for delivery of the forecasts to NMME) 

require that we reduce the forecast ensemble size after about 2 months lead time, and we outline 
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a strategy for doing that based on a stratified sampling of the early larger ensemble that accounts 

for the emerging directions of error growth.  Initial subsampling tests show promising results. 
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1. Introduction  

Weather and climate prediction are fundamentally probabilistic problems.  Efforts to predict the 

evolution of the various properties of the underlying probability distribution typically involve 

running ensembles of forecasts.  While much of the focus of ensemble forecasting has been on 

providing improved estimates of the mean (typically used to assess forecast skill), there has also 

been considerable effort expended in recent years on improving the estimates of the forecast 

uncertainty (the ensemble spread) and related probabilistic measures of forecast quality such as 

reliability and consistency (e.g., Jolliffe and Stephenson 2003; Atger 2004; Sansom et al. 2016).  

An important outstanding issue in ensemble short-term climate (subseasonal to seasonal) 

prediction concerns the best approach to introducing uncertainty in the initial conditions (e.g., 

Vialard et al, 2005).  While ideally the uncertainty should reflect the actual errors of the 

analyzed initial state, these are typically not well known, and many efforts focus instead on 

ensuring that any perturbations that are introduced in the initial conditions project onto the 

fastest growing disturbances (e.g., Yang et al. 2006; Magnusson et al. 2008).  This focus in part 

reflects the fact that many current prediction systems appear to be under-dispersive (ensemble 

spread is smaller than actual forecast errors would suggest), but it is also a testament to how far 

we still have to go to produce accurate estimates of uncertainties in our analyses of all the 

relevant components of the climate system (atmosphere, ocean, land, etc.). 

 

With that in mind, a number of different approaches have been used to generate initial 

perturbations to account for initial condition uncertainty.  These include the use of time lags 

where the perturbations are introduced implicitly by synchronizing the validation time of 
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forecasts initialized at different times in the past (e.g., Dalcher et al. 1988; DelSole et al. 2017), 

projections onto both dynamical (e.g., Magnusson et al. 2008) and empirical (e.g., Ham et al. 

2012) estimates of the leading singular vectors, and breeding (e.g., Toth and Kalnay 1997; Yang 

et al. 2006; Baehr and Piontek 2014).  It is important to note that there are other sources of 

uncertainties in the forecasts that are tied to model errors.  In fact, the lack of progress made in 

improving the dispersion characteristics of some models has suggested a need to introduce 

additional uncertainty into the model equations.  In particular, there has been some success in 

dealing with model uncertainty through the introduction of stochastic physics (e.g., Weisheimer 

et al. 2014) and the use of multiple models (e.g., Doblas-Reyes et al. 2010).   

 

While a number of studies have attempted to compare the various approaches to addressing 

initial condition uncertainty (e.g., Vialard et al. 2005; Magnusson et al. 2008; Andrejczuk et al. 

2016), it is unclear to what extent the results are dependent on the given model/forecast system 

being studied and/or the metric being used to assess the impact.   Nevertheless, we can try to 

summarize some general characteristics (drawbacks and advantages) of the above approaches.  

These are as follows:   

1) Time lagged (typically referred to as lagged-average): relatively easy to implement; 

generally requires some delay in producing forecasts depending on lag; there is no direct 

control over the size of perturbations (longer lags have larger “perturbations”, see 
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however DelSole et al. 2017 on assigning weights to the lagged ensemble members); 

“burst”1 mode is not an option.  

 2) Dynamical singular vectors: identifies the fastest growing modes (deals with errors 

of the day – flow dependence); requires linearized version of the GCM (usually requires 

some simplification of the model including the physics); not clear that errors in low 

frequencies (important at subseasonal, seasonal, and longer timescales) are well 

represented.   

3) Breeding: identifies “errors of the day” using the full GCM to grow errors; not clear 

that growing errors that evolve spatially over the breeding time are well represented; 

requires substantial additional computing for the breeding.  

4) Empirical singular vectors:  does not require linearized version of model; however, 

requires a long history of forecasts to estimate linear operator and does require 

substantial simplification (reduction in degrees of freedom) to reduce the number of 

parameters to estimate; errors are associated with climatological conditions (not errors 

of the day – there is no flow dependence). 

In the following, building upon our experience in generating routine subseasonal and seasonal 

forecasts with the GEOS S2S forecast system as part of our national and international 

commitments to improving short term climate predictions, we outline our plans for ensemble 

generation, employing some of the approaches summarized above.  In Section 2 we review the 

ensemble characteristics of our current system (S2S-2, Molod et al. 2019) with the previous 

 
1 By “burst” mode we refer to the ability to generate multiple ensemble members at a fixed 
initial time, rather than having to rely on having different initial times to build up an ensemble as 
is the case for lagged-average forecasts. 
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version (S2S-1, Borovikov et al. 2017) serving as a baseline for comparison.   In Section 3, we 

address the ensemble strategies to be employed in our next system (S2S-3).    Staying with the 

same overall strategy of employing perturbations using both the time-lagged approach and time 

differences (where perturbations are determined from the differences between two nearby 

analysis states), we look (in Section 3.1) in some detail at the nature of those latter (time-

difference) perturbations.  Here we focus in particular on how the character of the perturbations 

changes with a change in the separation time between the two nearby analysis states.  In 

addition, a stratified sampling approach to sub-setting ensemble members at some 

predetermined lead time is described (Section 3.2) that ensures that the leading directions (in 

phase space) of error growth are adequately represented in the sub-sample.  Finally, we provide 

(in Section 3.3.1) some initial assessment of the relative merits of the time-lagged and 

perturbation ensemble generation strategies, while Section 3.3.2 examines the impact on skill of 

increasing the ensemble size, and Section 3.3.3 describes the results of some initial tests of our 

proposed subsampling approach. 

 

2. The GEOS S2S-1 and S2S-2 Prediction Systems 

We begin by comparing various ensemble and climate statistics of the hindcasts/forecasts 

produced by the S2S-1 (Borovikov et al. 2017) and S2S-2 (Molod et al. 2019) coupled forecast 

systems.  These systems have been used by the GMAO over the last few years to produce 

forecasts for the National Multi-Model Ensemble (NMME) project (Kirtman et al. 2014) as well 

as other national and international projects. 
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The AGCM component of version 1 (described in detail in Borovikov et al. 2017) is Fortuna-2.5 

(run at 1° × 1¼° horizontal resolution), while that for version 2 (described in detail in Molod et 

al. 2019) is Heracles-5_4_p3 (run at ~½° horizontal resolution).  Both AGCMs have 72 hybrid 

vertical levels.  The OGCM component has been upgraded from Modular Ocean Model version 

4 (MOM4) in S2S-1 to MOM5 (Griffies, 2012) in S2S-2, both run at ½ ° horizontal resolution 

with a meridional equatorial refinement to 1/4 °, and 40 vertical levels. 

 

S2S-1 was in service from June 2012 through January 2018, and S2S-2 came into production in 

December 2017.  The S2S-2 forecasts are produced on a fixed set of dates throughout the year; 

they are initialized every 5 days (our time-lagged ensemble members), with the date falling 

closest to the start of each month including 6 additional ensemble members generated by adding 

perturbations to various combinations of the ocean and atmosphere states (our burst ensemble 

members).  As such, 12 (13 in November) ensemble members are produced each month, though 

only 10 are delivered to the NMME (Fig. 1).    Hindcasts with the S2S-2 system go back to 1981, 

though only 4 (unperturbed) ensemble members (outlined in blue in Fig. 1) were generated each 

month.  The S2S-1 system used basically the same approach to generating ensemble members 

(the same calendar of start dates), though the perturbations to the ocean and atmosphere were 

based on a mix of differences between two analyses and perturbations generated by a breeding 

approach (Yang et al. 2008), as summarized in Borovikov et al. (2017).  Hindcasts for S2S-1 

were produced for the period 1982-2012, with forecasts extending from 2013 to 2017; again, a 

total of 12 ensemble members were produced for each month for the forecasts and, in this case, 

also for the hindcasts.  
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Figure 1:  The April 2019 seasonal forecasts produced with the GEOS-S2S-2 system consist of 
runs initialized every 5 days starting mid-month through the end of the month.  Forecasts from 
the unperturbed initial conditions are run for the 4 start dates (green and orange).  The last start 
date (March 27) includes 6 additional forecasts produced by perturbing the atmosphere and/or 
the ocean as follows: +/-Datmos, +/-Docean, (+Datmos +Docean), (-Datmos -Docean), where the 
D is ½ the scaled difference between two analyses that are separated by 5 days. The scaling is 
such that it produces perturbations in tropical Pacific SST that are a small fraction of the natural 
variability (10% in terms of standard deviation of the SST in the tropical Pacific region (120°E-
90°W, 10°S-10°N)).  These 10 forecasts are submitted to NMME. 
 

The comparisons between the S2S-1 and S2S-2 forecast systems presented below are based on 

the 4 (unperturbed) ensemble members that the two systems have in common for the 35-year 

period (1982-2016).  Of course, the limited number of ensemble members available provides a 

strong constraint on our ability to provide reliable estimates of a number of ensemble statistics, 

such as measures of reliability and consistency, though we believe the results presented here 

regarding the ensembles are reasonably robust, especially when considered in a comparative 

(rather than absolute) context. 

 

2.1 Ensemble Characteristics 

We begin by examining the relationship between the ensemble spread and forecast errors.  

Following Barnston et al. (2015) we compare the mean intra-ensemble standard deviation of the 

forecasts (x) 
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𝑆𝐷# = 	&〈(𝑥 − 〈𝑥〉)-〉............... ,     (2.1)  

with the standard error of the estimate (SEE)2 written as 

𝑆𝐸𝐸 = 𝑆𝐷011 − 𝑐𝑜𝑟0〈#〉-   ,     (2.2)  

where the overbar indicates a long term mean over the 35 years of forecasts/hindcasts (1982-

2016), and the angle brackets denote an ensemble mean.   Here 𝑐𝑜𝑟0〈#〉	is the correlation 

between the ensemble mean forecast (〈𝑥〉) and the observations (y), given by 

𝑐𝑜𝑟0〈#〉 =
(060.)7〈#〉6〈#〉....8......................

9:;9:〈<〉
   ,     (2.3) 

where the standard deviation of the observations (y) is 

𝑆𝐷0 = 	1(𝑦 − 𝑦.)-...........   ,      (2.4) 

and that of the ensemble mean forecasts (〈𝑥〉) is 

𝑆𝐷〈#〉 = 	17〈𝑥〉 − 〈𝑥〉....8
-................  .     (2.5) 

We can then define the ratio 

𝑅 = 𝑆𝐷#
𝑆𝐸𝐸?  ,      (2.6) 

which should ideally be equal to 1 (ensemble spread is equal to the forecast uncertainty).  An 

under-dispersive model has R values less than 1, while an over-dispersive model has R values 

greater than 1. 

 

 
2 This is the standard error of a simple linear regression in which the predictor is the ensemble 
mean forecast. 
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Figure 2 shows the intra-ensemble standard deviation (𝑆𝐷#)	of the Niño 3.4 index as a function 

start month and forecast lead time for both systems.  A key difference between the two systems 

is the tendency for the variability to saturate earlier in S2S-1 (at about 6 months), whereas the 

variance continues to grow in S2S-2 throughout the forecast period.   

 

Figure 2:  The intra-ensemble standard deviation of the forecasts of the Niño 3.4 index as a 
function of start month and forecast lead time for S2S-1 (left) and S2S-2 (right).  Results are 
based on four ensemble members for the forecasts/hindcasts spanning the period 1982-2016. 
 

This is shown more clearly in Fig. 3 (left panels). The S2S-1 forecasts initialized in summer and 

early fall, in particular, show clear evidence of saturation (at values of 0.3-0.4 °C) at about 6 

months lead time, whereas the S2S-2 ensemble spread continues to grow out to the end of the 9-

month forecast period.  Fig. 3 (right panels) shows that the increased ensemble spread in S2S-2 

is not limited to Niño3.4 SST but also holds for the SST in most other regions of the globe. 
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Figure 3:  Left panels:  The evolution of the intra-ensemble standard deviation (𝑆𝐷#) of the 
Niño3.4 index for different initial start dates (top is for Jun-Sep, and bottom is for Dec–Mar).  
The solid lines are for S2S-2 and the dashed lines are for S2S-1.  The black lines are the square 
root of the variances averaged over each of the 4 months. The right panels show the average of 
the SST 𝑆𝐷# for lead 6-month forecasts initialized on June, July, August and September 
(verifying Dec, Jan, Feb, Mar, respectively).  Top panel is for the S2S-1 system and the middle 
panel is for the S2S-2 system.  The bottom panel is the difference.  Units are °C.  Results are 
based on four ensemble members for forecasts/hindcasts spanning the period 1982-2016.  
 

Figure 4 shows the skill of the Niño 3.4 forecasts (𝑐𝑜𝑟0〈#〉).   Taking a correlation of 0.5 as a 

rough cutoff for skillful forecasts we see that, with the exception of the forecasts initialized in 

January, both systems remain skillful out to 9 months.  Nevertheless, S2S-2 is overall more 

skillful, especially for forecasts initialized in boreal summer (though it is somewhat less skillful 
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Figure 4:  The correlation between the ensemble mean forecast (〈𝑥〉) and the observations (y) 
for the Niño 3.4 index as a function start month and forecast lead time for S2S-1 (left) and S2S-
2 (right).  Results are based on four ensemble members for forecasts/hindcasts spanning the 
period 1982-2016. 
 

for forecasts initialized in early spring).  These results are reflected in the standard errors of the 

estimate (SEE) shown in Figure 5, with smaller values of SEE for S2S-2 clearly evident for 

forecasts initialized during boreal summer.   
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Figure 5:  The standard error of the estimate, SEE (see text), for the Niño 3.4 index as a function 
start month and forecast lead time for S2S-1 (left) and S2S-2 (right).  Results are based on four 
ensemble members for forecasts/hindcasts spanning the period 1982-2016. 
 

The extent to which the ensemble spread of the Niño 3.4 forecasts is a reliable indicator of 

forecast uncertainty is measured by the ratio R (Fig. 6).  This figure shows that S2S-1 does 

indeed tend to be under-dispersive, which is consistent with the finding of Barnston et al. 

(2015), especially early in the forecasts.  In contrast, S2S-2 is if anything over-dispersive, 

especially at long leads for forecasts initialized in boreal summer and early winter.  Only at very   

short leads (1-2 months) is S2S-2 still somewhat under-dispersive.   
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Figure 6:  The ratio R (see text) for the Niño 3.4 index as a function of start month and forecast 
lead time for the S2S-1 system (left) and the S2S-2 system (right).  Results are based on four 
ensemble members for forecasts/hindcasts spanning the period 1982-2016. 
 

This is reflected in the reliability diagrams in Fig. 7.  The lead-1 Niño 3.4 forecasts for both 

systems tend to be overconfident, especially in predicting El Niño events, consistent with the 

under-dispersive nature of the forecasts at this lead. 
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Figure 7:  Reliability diagrams for boreal winter (Dec, Jan, Feb) Niño3.4 index lead 1-month 
forecasts (ICs: Nov, Dec, Jan) exceeding 0.5°C (left panel) and falling below -0.5°C (right 
panel).  Results are based on four ensemble members for forecasts/hindcasts spanning the 
period 1982-2016.  
 

While it is unclear why S2S-2 has generally increased SST intra-ensemble spread compared 

with S2S-1, this appears to be consistent with the differences in the climate statistics of the two 

systems.  Fig. 8 (left panels) shows a rough estimate of the intra-seasonal variability for both 

models computed from the month-to-month variability of monthly means during December, 

January, February and March3 – a quantity that can also be estimated from the observations (top 

right panel of Fig. 8). The results (especially evident from the difference map in the lower right) 

show clearly that S2S-2 does have overall increased subseasonal SST variability, values that are 

overall more consistent with the observations.  We note that both models underestimate the 

 
3 The variances are estimated for each year and for each ensemble member from the deviations 
of the four (December, January, February, and March) monthly mean values about the December 
through March average.  These variances are then averaged over the 35 years (1982-2016) and 
four ensemble members. 
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variability in the Atlantic.  Nevertheless, this overall increase in subseasonal climate variability 

would presumably act to increase the intra-ensemble variability in S2S-2.   

 

Figure 8:  The intraseasonal SST variability STD (the standard deviation as defined in the text) 
based on the four months DJFM.  The top left panel is for S2S-1 and the bottom left is for S2S-
2.  The difference is in the bottom right, and the results for the observations are in the top right 
panel.  Units are °C.   For the model results the predictions for December, January, February, 
and March are all from the June initializations.  Results are based on four ensemble members 
for forecasts/hindcasts spanning the period 1982-2016.  
 

Fig. 9 shows the interannual variability for the two systems for the December-March mean SST. 

Compared with the observations (top right panel of Fig. 9), we see that both models tend to over-

estimate the tropical Pacific variability (presumably associated with ENSO), though the 

overestimate is especially large for S2S-2.  It is very likely that this contributes to the over-

dispersive nature of the S2S-2 ensemble forecasts of Niño 3.4 at long leads (Fig. 6).  Both 

models also overestimate the variability in the western-boundary current regions of the Kuroshio 

Current and Gulf Stream.  The S2S-2 model has greater interannual SST variability throughout 

most of the globe, but particularly in the tropical and South Pacific Ocean (lower right panel of 
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Fig. 9), where it exhibits variability that is considerably larger than that found in the 

observations. 

 

Figure 9:  The interannual SST variability (STD) based on the mean of the four months DJFM.  
The top left panel is for S2S-1 and the bottom left is for S2S-2.  The difference is in the bottom 
right, and the results for the observations are in the top right panel.  Units are °C.   For the 
model results the predictions for December through March were all initialized in June.  Results 
are based on four ensemble members for forecasts/hindcasts spanning the period 1982-2016.  
 

2.4 Lessons Learned 

The key results of our comparison of the ensemble characteristics of the old (S2S-1) and new 

(S2S-2) forecast systems are as follows: 

• While the results are based on a small ensemble size and limited to SST, all indications 

are that the new system has increased dispersion (intra-ensemble spread) compared to 

the old system, which is known to be under-dispersive (e.g., Barnston et al. 2015; see 

also Fig. 6 above).  We note that the DJFM intra-seasonal SST climate variability 

appears to be more realistic (greater) in the new model, consistent with the increased 

dispersion in the new system. 
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• The new system appears to be over-dispersive in Niño3.4 at long leads, especially for 

forecasts verifying in spring.  This is likely linked to excessive interannual SST climate 

variability in the new model, especially over the tropical Pacific where it is linked to 

excessive ENSO variability (Chang et al. 2019)  

• The new system tends to be slightly under-dispersive at short (1-2 months) leads, though 

it is still better than the old system in this regard.  The underestimated dispersion is 

perhaps an indication that the initial SST perturbations are too small or don’t project 

sufficiently on the growing modes. 

• The new system has greater skill for most leads and start dates in predicting Niño3.4, 

with spring start dates being the main exception. 

 

Ruling out any differences in how the two sets of hindcasts/forecasts were initialized (both were 

initialized from the same set of 4 start dates each month), it appears that the differences in the 

SST dispersion characteristics between S2S-1 and S2S-2 are the result of model changes that 

acted to increase the model’s climate variability.  In particular, the S2S-2 model appears to have 

greater overall SST climate variability at both subseasonal and interannual time scales, and this 

is presumably the main driver of the greater ensemble spread in the S2S-2 system, especially at 

the longer leads.  On the other hand, both systems are under-dispersive at short leads (1-2 

months), indicating that we need to consider enhancing/changing the perturbations to more 

directly impact the SST in the early stages of the forecasts.  In fact, a greater focus on the early 

ensemble spread is also motivated by our effort to more seamlessly incorporate subseasonal 

forecasts into the GEOS S2S-3 system, reflecting the increased national and international 

emphasis placed on improving subseasonal forecasts (Pegion et al. 2019). 
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3. Ensemble Strategy for the Next System (GEOS S2S-3) 

It is reasonable to assume that we will continue to use a strategy for ensemble generation that is 

not too different from our current strategy – with ensemble members produced by a 

combination of time-lagged and burst approaches.  This reflects a certain level of pragmatism 

since it would involve minimal changes to the way we currently operate.  Nevertheless, it is a 

strategy which allows us to initialize forecasts frequently enough (every 5 days) to address 

subseasonal problems, while at the same time generating somewhat larger ensembles in burst 

mode on a monthly basis to allow a more controlled assessment of the impact of initial errors on 

seasonal forecasts.  The burst approach also allows for future substantial increases in the 

number of ensemble members without requiring the introduction of further time lags. 

 

Given this basic framework for ensemble generation, we next (Section 3.1) look in more detail 

at the characteristics of the perturbations generated as scaled differences between two analyses, 

with an eye towards improving the relevance of the perturbations to the subseasonal forecast 

problem.  Section 3.2 outlines a strategy for sub-setting the ensemble after a specified forecast 

lead time, with the understanding that resource limitations will require the longest lead forecasts 

to be run with fewer ensemble members.  Some initial tests of the ensemble generation 

strategies, including an assessment of the impact of ensemble size on forecast skill and an 

example of sub-sampling the forecasts using a stratified sampling approach, are presented in 

Section 3.3. 
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3.1 The Ensemble Perturbations 

Here we examine the impact of varying the length of the separation between the two 

analysis states to produce different types of perturbations.   We begin by focusing on how to 

scale the perturbations in a way that makes the amplitude independent of the separation.  This is 

followed by an analysis showing that changing the separation time produces different horizontal 

structures of the perturbations (e.g., atmospheric synoptic-scale waves and teleconnections, 

oceanic instability waves) that are effectively sampled from a covariance structure that has 

eigenvectors similar to (or, under some restrictions, are the same as) the singular vectors of the 

relevant linear propagator of the model. 

 

3.1.1 Scaling 

The perturbations of a quantity (x) for a particular separation (𝜏, 𝑖𝑛	𝑑𝑎𝑦𝑠) are defined as: 

∆𝑥H(𝑡) ≡ 𝑥(𝑡 + 𝜏) − 𝑥	(𝑡), 𝜏 = 1,2	, 3… . 𝑑𝑎𝑦𝑠.   (3.1) 

It is straightforward to show that the variance of the perturbations (𝑉𝑎𝑟	(∆𝑥H))	satisfies the 

relationship 

QRS	(∆#T)
UVW

= 2(1 − 𝜌(𝜏)),    (3.2) 

where 𝜎Z- is the climatological variance of the daily data and 𝜌(𝜏) = 𝑐𝑜𝑟𝑟7𝑥(𝑡 + 𝜏), 𝑥(𝑡)8 is the 

autocorrelation based on the daily data.   One can then define a scaling of the perturbations  

∆𝑥H_\Z ≡ 	𝛼(𝜏)	∆𝑥H,      (3.3) 

such that  𝛼(𝜏) scales the perturbations to have the same magnitude relative to climatology, 

independent of the separation 𝜏.   In particular  

    𝛼^(𝜏) = 𝜖 `271 − 𝜌(𝜏)8a
b/-

⁄  ,   (3.4) 
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where 𝜖 is whatever fraction of the climatological standard deviation one wants the magnitude of 

the perturbations to be (say 0.1).   We note that at long separations (𝜌(𝜏) → 𝑧𝑒𝑟𝑜), the scaling 

factor reduces to 𝜖 2b/-⁄ .  Also, it is worth noting that if we assume  𝜌(𝜏) ≈ 𝛽H (the 

autocorrelation of a stationary first order autoregressive process, where 𝛽 = 𝜌(1)) then 

    𝛼j(𝜏) = 𝜖 72(1 − 𝛽H)8b/-⁄ ,    (3.5) 

though making such an assumption, while generally valid for the free atmosphere (e.g., Feldstein 

2000), is likely not valid near the surface and, in any event, is not necessary assuming we have 

enough data to produce reliable estimates of 𝜌(𝜏). 

 

Figure 10 shows some examples of the scaling factor (with 𝜖 = 0.1) for atmospheric potential 

temperature, specific humidity, and the zonal and meridional components of the wind.  A key 

result is that the values generally decay to the limit of 𝜖 2b/-⁄ = 0.071 after about one week of 

separation, consistent with the typical decorrelation time scale of large-scale atmospheric 

teleconnections (e.g., Feldstein 2000), though it is noteworthy that the values decay less rapidly 

than would be suggested by a first order autoregressive process.  The other key result is that the 

values are overall rather similar, though there is clearly a longer memory closer to the surface for 

the temperature and moisture fields.  We take advantage of that fact to produce an average set of 

scaling factors that vary only with season and separation as shown in Figure 11. 
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Figure 10:  The perturbation scaling factor (𝛼^(𝜏)) for various atmospheric quantities and levels 
as a function of separation (𝜏) in days.  Top left: potential temperature, top right: specific 
humidity, bottom left: u-wind and bottom right: v-wind.  Also shown is 𝛼j(𝜏) which assumes the 
autocorrelations follow a simple first order autoregressive process.  Results are based on a 
sample of 40 differences taken from ocean data assimilation system (ODAS) restarts during the 
period OND 2017.  See text for details (Section 3.1.1). 
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Figure 11:  The overall average atmospheric perturbation scaling factor (𝛼^(𝜏) ) for each season 
as a function of separation (𝜏) in days.  Results are based on a sample of 40 differences taken 
from ODAS restarts during the period SON 2017.  See text for details (Section 3.1.1). 
 

Figure 12 shows the results for the ocean temperature and salinity at various depths.  While the 

overall time scales for the ocean are clearly longer than they are for the atmosphere, our interest 

here is again on short term error growth (though of course our underlying concern is how that 

eventually leads to error growth in the longer time scales such as ENSO), and so we again focus 

on differences in the ocean state just a few days apart.  The results do show somewhat larger 

values of the scale factor compared with the atmosphere especially for the 1-day differences, 

consistent with the longer ocean time scales.  Also, we note that even at the 5-day separation the 

correlations have not fully decayed to zero.  While there is considerable scatter in the scale 

factors at the 1-day separation as a function of depth, in practice we utilize a single averaged set 

of scale factors that depend only on the separation (𝜏).  
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Figure 12: The perturbation scaling factor (𝛼^(𝜏) ) for ocean temperature (T) and salinity (S) 
as a function of separation (𝜏) in days at various depths.  Top: for shallow depths (5, 15, 25, 35 
meters).  Bottom: for deeper depths (55, 105, 205, 950 meters).  Results are based on a sample 
of 40 differences taken from ODAS restarts during the period SON 2017.  See text for details 
(Section 3.1.1). 

 

  In the following we provide some clues as to the nature of these perturbations (both in the 

atmosphere and ocean) by examining their spatial structures as a function of separation (𝜏). 
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3.1.2 Spatial structures 

In this section we examine the spatial structure of the perturbations computed as a difference 

between two analysis states.  We are particularly interested in how the structures vary as a 

function of the separation and whether there is any connection with singular vectors (e.g., 

Magnusson et al. 2008).  With that in mind we begin by assuming that the perturbations (which 

can be considered as a tendency in time or separation 𝜏) are approximately governed by  

  ∆𝑋⃗H(𝑡) ≡ 𝑋⃗	(𝑡 + 𝜏) − 𝑋⃗	(𝑡) ≈ 𝐴H	𝑋⃗	(𝑡) ,     (3.6) 

where 𝐴H is an n×n matrix and 𝑋⃗ is a n×1 vector representing the daily state (over say the n grid 

points) of the climate system.  Note that the linear propagator,  𝐴H, depends on the lead time t.  

We are interested in the spatial structure of the perturbations ∆𝑋⃗H(𝑡) as a function of t, so we 

need to examine the covariance matrix 

 

   𝐷H = 	 〈∆𝑋⃗H(𝑡)	∆𝑋⃗H(𝑡)n〉,     (3.7) 

 

where the angle brackets denote an average over the history4 of perturbations being considered 

and the superscript T denotes a matrix transpose.  Substituting for ∆𝑋⃗H(𝑡) from above we obtain: 

𝐷H = 	𝐴H	〈𝑋⃗	(𝑡)𝑋⃗(𝑡)n〉	𝐴Hn = 𝐴H	Σ	𝐴Hn,   (3.8) 

where  

Σ = 〈𝑋⃗	(𝑡)𝑋⃗(𝑡)n〉	      (3.9)   

 

 
4 This could be a long history (over many years) of perturbations, or a recent history of 
perturbations just prior to the start of the particular forecast in question.   
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is the covariance matrix of the daily data.  This shows that our perturbations (to the extent that 

they reflect the leading EOFs of 𝐷H) are closely related to the optimal perturbations that would be 

obtained from a singular value decomposition of the operator 𝐴H.  Recall that the left (evolved)5 

singular vectors of 𝐴H	are obtained from the eigenvectors of the matrix  𝐴H	𝐴Hn (Strang 2006).  If 

we assume that Σ = I  (ie, our initial conditions 𝑋⃗	(𝑡)	are uncorrelated white noise in space) we 

would be sampling from a covariance matrix that has eigenvectors identical to the left singular 

vectors of 𝐴H.  In addition, since the eigenvalues of 𝐷H are just the square of the singular values, 

we would presumably be sampling preferentially those perturbations with the largest growth 

rates.   

 

Of course, in our case, Σ ≠ I, but we can show that if we make the coordinate transformation 

 

𝑍⃗ = Γ6b/-𝐸n𝑋⃗     (3.10)  

  

where   Σ = E	Γ	𝐸n, E is a matrix with columns equal to the eigenvectors of Σ, and  Γ is a 

diagonal matrix containing the eigenvalues of Σ  (also E	𝐸n = 𝐼), then the coordinate 

transformation renders the new variables 𝑧v	uncorrelated in space with unit variance  

(〈𝑍	(𝑡)𝑍⃗(𝑡)n〉 = 𝐼).   We can then write   

𝐴H	𝑋⃗	(𝑡) =	 𝐴H		Γ6b/-𝐸n𝑍 	≡ 𝐵H	𝑍⃗(𝑡)	,    (3.11) 

 
5 Here we note that the SVD of  𝐴H = 𝑈H𝑅H𝑉Hn			 where 𝑅H is a diagonal matrix containing the 
singular values 𝑟y, and  𝑈H and 𝑉H   are orthonormal matrices with the columns consisting of the 
left and right singular vectors (SVs), respectively.  Furthermore, since  𝐴H	𝑣y = 𝑟y𝑢|⃗ y,  the right 
(left) singular vectors are also denoted as the initial (final) SVs. 
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so that	

𝐷H = 	𝐴H	Σ	𝐴Hn = 	𝐵H		𝐵Hn,     (3.12) 

where 

 𝐵H = 𝐴H		Γ6b/-𝐸n.      (3.13) 

 

The above shows that the EOFs of 𝐷H are identical to the left singular vectors of the matrix  𝐵H,  

which is a transformation of the linear propagator 𝐴H associated with the orthogonalized and 

normalized state variables 𝑍.   As such, we would expect that the leading EOFs of 𝐷H =

𝐴H	Σ	𝐴Hn	resemble the fastest growing disturbances as determined from a singular value 

decomposition of 𝐴H (with some dependence on the prevailing covariance structures as 

determined by Σ6), and those leading EOFs would likely change as a function of the separation 

since 𝐴H is itself a function of t.  This indicates that there is something to be gained by creating 

perturbations based on several different values of t, in that it allows us to perturb different modes 

of variability that contribute to forecast uncertainty on different time scales and in different 

regions of the globe. 

 

As an example, we show in Figure 13 the leading EOFs of the mid-tropospheric potential 

temperature 1-day and 5-day differences for September – November.  The differences in the 

spatial structure of the leading EOFs are clearly different, with the 1-day differences having 

 
6 This quantifies the impact of what was noted earlier regarding the choice of the averaging 
operator < >.  In particular, Σ could be the climatological covariance matrix, or it could itself be 
time dependent if for example the analysis states used to compute the perturbations are computed 
from a recent history just before the start of the forecasts, therefore providing something of an 
“errors of the day” flavor to the EOFs of 𝐷H. 
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much more of a synoptic-scale structure typical of NH middle latitude weather systems, while 

the 5-day differences produce larger-scale teleconnection patterns reminiscent of, for example, 

the Pacific/North American pattern (PNA, Wallace and Gutzler 1981).  The middle panel of 

Figure 13 shows that the leading EOFs represent anywhere between about 8% and 13% of the 

total global variance of the difference fields. 

 

 

Figure 13:  Typical structures of atmospheric perturbations in middle latitudes for potential 
temperature at model level 49 (approximately 450mb).  The patterns are the two leading EOFS 
computed from 1-day (left) and 5-day (right) differences of ODAS restarts during the period 
September-November (SON) 2017.  The middle panel shows the fraction of total variance 
associated with the 20 leading EOFS for t equals 1 day through 5 days. 
 

While the above EOFs naturally isolated the leading structures in the middle latitudes where the 

day-to-day variability in temperature is largest, we can also look at what the leading structures 

are in the tropics by simply confining the domain of the EOF calculation to the tropical region.  
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Here we are particularly interested in whether any of the EOFs are related to the MJO and, if so, 

at what separation (t) that first occurs.   

 

Figure 14 shows the leading EOFs of the tropical zonal wind at 850mb and 200mb (computed as 

combined or extended EOFs), for t =1, 5, and 10 days during boreal winter.  The 1-day 

difference appears to highlight variability in the eastern tropical Pacific.  A further analysis of 

this mode (not shown) indicates that it is part of an eastward propagating Rossby wave couplet 

straddling the equator.   At both 5- and 10- days separation the structures are much larger in 

scale, with the 10-day separation apparently isolating MJO-like variability as shown in the 

bottom right panels of Fig 14.  It is noteworthy that very similar results are found for boreal 

summer (Fig. 15). 

 

Figure 14:  Typical structure of atmospheric perturbations in the tropics for zonal wind at 850mb 
and 200mb during December, January and February (DJF). The patterns are the leading EOFS 
computed from 1 day (upper left), 5 day (lower left) and 10 day (upper right) differences. The 
lower right is the structure associated with the MJO computed as the leading EOF from 850mb 
and 200mb zonal wind in which longer time-scale components (seasonal and interannual) are 
removed (e.g., method described in Wheeler and Hendon 2004).   Results are based on MERRA-
2 for the years 1999-2016. 
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Figure 15:  Same as Fig. 14 but for JJA.   

 

We next turn to the ocean.  It is unclear what the leading structures of the ocean perturbations 

based on such short (e.g., 1, 3, 5 days) time differences should look like (or what their relevance 

is to the uncertainties in long lead ENSO forecasts) but it is worth keeping in mind that at 5-days 

and longer separations, they should resemble the uncertainties introduced into the SST forecasts 

from our use of nearby (5 days apart) time-lagged initial conditions.  As an example, we show in 

Fig. 16 the leading EOFs of the x-z cross-section of the Pacific equatorial temperature 

perturbations extending to a depth of 300m during September-November for 1-day and 10-day 

separations.  The results show modes in which the variability is to a large extent tied to variations 

in the thermocline.  At one day separation (upper left panel) the leading EOF has values 

generally of the same sign throughout the mixed layer and below, with particularly large 

contributions at and just west of the dateline below 100 meters.   The correlations with SST 

(lower left panel) indicate that this mode is associated with SST variations that are spatially 
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coherent throughout much of the tropical Pacific east of 150°E.  At 10-days separation the 

leading EOF again shows relatively large amplitude below 100 meters (though now somewhat 

further west, near 150°E), but there is also clear evidence of a vertically coherent wave-type 

variability extending throughout the mixed layer in the eastern Pacific.  In fact, the correlations 

with SST in the tropical Pacific (bottom right panel of Fig 16) exhibit a wave structure consistent 

with that of tropical instability waves (e.g., Shinoda et al. 2009).    It is noteworthy that the heat 

transport associated with tropical instability waves appears to play a critical role in generating 

the asymmetries between El Niño and La Nina events (e.g., Imada and Kimoto 2012), hence 

their likely relevance to the seasonal prediction problem. 

 

Figure 16:  Typical structure of ocean temperature perturbations at t equals 1-day (top left) and 
10-day (top right) separations.  The structures are the leading EOFs of the Pacific equatorial x-z 
cross section of temperature averaged between 2°S-2°N, and extending down to a depth of 300 
meters.  The bottom panels show the correlations of tropical Pacific SST with the leading EOF 
for 1-day separation (left) and 10-day separation (right). Results are based on 100 randomly 
chosen pairs of ODAS restarts taken from SON of 2017. 
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It is clear from the above results that by varying the separation time (t) between nearby analysis 

states we are able to generate a wide array of different types of atmospheric and oceanic 

perturbations that represent physically realistic and important modes of variability.  In the 

atmosphere these include middle latitude baroclinc waves (t=1 day) and teleconnections (t=5 

days), as well as (in the tropics) MJO-like variability (t=10 days).  In the tropical ocean, the 

analogous perturbations appear to be tied to variations in the thermocline, with the longer 

separations (e.g., t=10 days) showing clear evidence of tropical instability waves.    

 

In summary, one can think of this approach to generating perturbations as a variant of the 

lagged-average approach since we are using the information about the temporal coherence in 

nearby analysis states to generate the ensemble members.  However, unlike the lagged-average 

approach, we are not constrained to go further back in time to generate more 

perturbations/ensemble members (and therefore effectively introduce larger and larger 

amplitude perturbations).  In fact, we have control over the amplitude of the perturbations and, 

to some extent, the structure of the perturbations, and we are free to choose the time at which to 

introduce the perturbations, allowing ensemble members to be generated in a burst mode.  We 

shall refer to this as the Synchronized Multiple Time-lagged (SMT) approach to generating 

perturbations.  Furthermore, the above results suggest that an SMT approach in which the 

perturbations are based on separations of at least 1, 3, 5 and 10 days would introduce a 

reasonable blend of different physically realizable error structures that are likely to have a 

substantial impact on the early (1-2 month) growth of forecast errors in both the ocean and 

atmosphere.   
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3.2 Sub-setting the Ensemble at Long Leads 

Ideally, we would like to run a large number of ensemble members in order to obtain not only 

better estimates of the mean but also the various other probabilistic measures of forecast quality 

involving higher order moments.  This, of course, has to be weighed against the desire to 

increase model resolution and complexity in what is, for practical reasons, always a limited 

resource environment (limited computing, limited storage, time constraints for providing near 

real time forecasts, etc).   In this section, we consider the possibility of running with a reduced 

ensemble size for the longer lead forecasts.  In particular, we consider here the option of 

running with a relatively large number of ensemble members for, say, the first 2 months, and 

then selecting a smaller subset to continue out to the longest leads.    The question addressed 

here is how to optimally select that subset, taking advantage of well-known results on stratified 

sampling (Cochran 1963).   

 

The basic idea is that we take advantage of the information about the early error growth that can 

be obtained from the relatively large initial ensemble, in a way that ensures the capture, through 

proper subsampling, of the leading directions (in phase space) of error growth (e.g., Schubert et 

al. 1992).   This can be especially important when the ensemble is characterized by more than 

one dominant direction of error growth (e.g., the bimodal structure of the underlying probability 

density function (PDF) that would be obtained if roughly half of the ensemble members are 

tending to El Niño conditions, while the other half are tending to La Nina conditions). 

 

The approach we use assumes that for a quantity y, we have a large ensemble of size N (the 

population) that we wish to subsample with n ensemble members, where N>>n.   The 
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population of size N is divided into L disjoint strata, where nh (Nh) are the number of members 

of the sample (population) in stratum h.   Then the optimal sampling strategy (called Neyman 

allocation: it is optimal in the sense that it minimizes the variance of the sample mean) consists 

of performing random sampling in each stratum where the number of members in each stratum 

is chosen according to (Cochran 1963): 

 

~�
~
= ��9�

∑ ��9��
,     (3.14) 

where  

𝑆�- =
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∑ ((𝑦�)v − 𝑌�� )-
��
v�b      (3.15) 

is the population variance of y in stratum h, and 

𝑌�� = b
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∑ (𝑦�)v
��
v�b      (3.16) 

is the population mean in stratum h.  Another (simpler) sampling strategy is proportional 

sampling, wherein each stratum is sampled in proportion to its representation in the population 

as given by 

~�
~
= ��

�
.     (3.17) 

While it would seem that Neyman allocation would be the better approach in general, it may be 

that proportional allocation would be a reasonable fallback if the population size N is too small 

to obtain reliable estimates of the population variances in each stratum.   As we shall see 

(Section 3.3.3), such an approach (while not optimal) nevertheless produces considerable 

improvements over simple random sampling. 

 



39 
 

The success of the above sampling strategies requires that we are able to divide the population 

(N) into L strata.  One reasonable approach to doing this is to divide the population in a way 

that minimizes the average intra-stratum variance (see e.g., Schubert et al. 1992).  Algorithms 

for this are readily available.  The KMEANS clustering algorithm is just one example (Spath 

1980).  This algorithm requires specifying the number of clusters (L) along with some initial 

guess of the cluster distribution, which could in our case be the cluster obtained from the 

previous forecast. Given that our population size (N) is likely to be only about 40 and our 

sample size (n) about 10, a reasonable number of clusters is likely to be no more than 3 or 4. 

 

We could for example carry out the clustering based on the Niño3.4 index, since it is likely that 

beyond two months or so, our focus should be on obtaining the best possible ENSO forecast for 

a given sample size.  We present an example of such an approach in Section 3.3.3. 

 

3.3. Some Initial Tests  

We have carried out a limited number of experiments (Table 1) with the current (GEOS-S2S-2) 

system to examine the impacts of various options outlined in the previous sections for 

generating and selecting ensemble members.  A key issue concerns the relative 

advantages/disadvantages of employing a burst versus a lagged-average approach (e.g., Trenary 

et al. 2018).  The various other issues considered are whether there is a sensitivity to the sign of 

the perturbation, the amplitude of the perturbations, and the separate impacts of perturbing the 

atmosphere versus the ocean (Section 3.3.1).  We also examine, in Section 3.3.2, the impact of 

ensemble size on the skill of predicting some of the leading modes of atmospheric subseasonal 

variability.  Finally, we present in Section 3.3.3 some initial results showing the benefits of 
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stratified sampling.  It is important to note that these results are not meant to be a 

comprehensive assessment; they merely provide some initial guidance on how to proceed.  We 

anticipate redoing some of these experiments as the new system (S2S-3) becomes available for 

testing. 

 

Table 1: List of experiments carried out with S2S-2 to examine the impact of various burst and 
lagged-average strategies, as well as the impact of ensemble size, on skill. 
# ensemble 
members 

Perturbed variables Notes Year Month/Day 

40 potential temperature 
(PT), specific humidity 
(Q), zonal wind (U), 
and meridional wind 
(V) 

Atmos. perturbations  
t = 1, 2, 3, 4, 5 days 
      (8 of each) 
e = 0.10 
 
(see eq. 3.4 in text) 

2005 
2006 
2009 
2010 
2015 
2017 

11/27 & 03/27 

40 PT, Q, U, V Atmos. perturbations 
t = 1, 2, 3, 4, 5 days 
e = 0.15  
(assess sensitivity to e)  

2017 11/27 

30 the entire state implicit perturbations 
via time lags initialized 
each day of the month  

2017 Daily Nov & 
Mar 

40 temp, salt, u, v, t_surf, 
s_surf, u_surf, 
v_surf,sea_lev, frazil 

Ocean perturbations 
t = 1, 2, 3, 4, 5 days 
e =0.10 

2017 11/27 

40 
 
 

HSKINI, HSKINW, 
SSKINI, SSKINW,  
TSKINI, TSKINW 

Surface only (saltwater 
restarts) 
t = 1, 2, 3, 4, 5 days 
e =0.10 

2017 11/27 
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3.3.1 Perturbation Strategy 

Figure 17 shows an example of some of the key results (in terms of ensemble spread of Niño 

3.4) for experiments initialized in November of 2017.  Comparisons are made with how we 

currently produce our forecasts with the S2S-2 system (labeled S2S, see Section 2).  Here we 

have plotted the S2S-2 results for the 4 lagged forecasts (green) and the 6 burst forecasts (olive) 

separately.  This shows quite clearly that while the ensemble spread for the first month 

(December) is smaller for the burst forecasts (compared to the lagged-forecasts), by the third 

month (February) the ensemble spread for the two sets of forecasts is essentially 

indistinguishable.   Similarly, other burst forecasts (with larger ensembles) involving only 

atmospheric perturbations (yellow, 40 members), ocean perturbations (blue, 40 members) and 

SST perturbations (purple, 40 members), produce considerably less spread during the first 

month, compared to the lagged forecasts (magenta, 30 members- initialized each day during 

November).  This is not too surprising for the atmospheric perturbations, since it presumably 

takes some time for those perturbations to impact the ocean.  It does, however, suggest that we 

may want to increase the amplitude of the ocean and SST perturbations in order to increase their 

early impacts (recall that the S2S-2 system appears to be somewhat under-dispersive at short 

leads).   The fact that all the strategies appear to produce similar ensemble spread after the third 

month or so is consistent with the results of Vialard et al. (2005).  There is some suggestion that 

the lagged forecasts, while having an initially larger spread, produce an ensemble spread that 

grows more slowly than that of the burst forecasts (cf. the magenta and yellow results before 

and after February), suggesting a combination of lagged and burst forecasts may be the best 

approach for increasing ensemble spread throughout the forecast period. 
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Figure 17 A comparison of various strategies for producing initial ensemble members: impact 
on ensemble spread shown as box and whisker plots where the whiskers denote the maximum 
and minimum values and the box has length equal to 2 standard deviations centered on the 
ensemble mean. Results are for forecasts initialized during November 2017, with the nominal 
first month of the forecast being December.  Here S2S-2 lagged nov results (green) are for the 4 
lagged forecasts (initialized 5 days apart) from our production forecasts, while the lagged 
results (magenta) are based on 30 members- initialized each day during November.   See text for 
details. 
 

The set of predictions for Dec 2015 (Figure 18) is a rather unusual case.  The set of 4 hindcasts 

from our current (S2S-2) approach (we did not produce burst ensemble members when running 

in hindcast mode – that only started in 2017, see Section 2) showed very little if any ensemble 

spread out to 6 months lead.  This appears to be in part a sampling issue since the 30 member 

lagged results do in fact show a systematic increase in spread through the forecast period.  This 

is also true for the other (burst) approaches, though compared to 2017 the uncertainty does 

appear to grow more slowly with forecast lead.  While this in itself may be an interesting 

predictability issue to investigate further (though this is beyond the scope of the present 
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analysis), it also points to the limitations of having so few (4) ensemble members to address 

forecast uncertainty. 

 

Figure 18: A comparison of various strategies for producing initial ensemble members: impact 
on ensemble spread shown as box and whisker plots where the whiskers denote the maximum 
and minimum values, and the box has length equal to 2 standard deviations centered on the 
ensemble mean. Results are for forecasts initialized during November 2015, with the nominal 
first month of the forecast being December.  See text for details. 
 

Other results, not shown here, indicate little impact on the Niño3.4 ensemble spread from 

increasing the amplitude of the atmospheric perturbations from 10 to 15% of the climatological 

standard deviation.  Also, we did not find any systematic differences when comparing the 

results for positive and negative atmospheric perturbations.   Finally, we note that various 

initialization strategies – bursts of atmospheric, ocean, and SST-only perturbations and lagged 

ensembles – do not necessarily have uniform (with forecast lead) effect on the SST spread.  

This undoubtedly reflects the limited number of cases we have available for study and the fact 

that even at 6-month lead the Niño3.4 SST ensemble spread has yet to reach saturation. 
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3.3.2 Ensemble Size 

We next turn to an assessment of the impact of ensemble size on forecast skill.  As already 

mentioned, the S2S-2 forecasts contributed by the GMAO to the NMME consist of 10 ensemble 

members (see e.g., Fig. 1).   Limiting the ensemble size to 10 was determined by practical 

considerations (e.g., computing resources, time constraints for delivering the forecast to 

NMME, etc.), and we recognize that this small size is very likely insufficient for properly 

estimating the various probabilistic measures of the forecast.  It is however unclear what the 

optimal size of the forecast ensemble should be, since it presumably depends on the metric that 

is used to determine forecast quality (e.g., skill, reliability, consistency), as well as the 

underlying predictability of the phenomena (e.g., ENSO, MJO, NAO, etc.) and time scales of 

interest.   

 

Here we attempt to provide some guidance for what a more appropriate ensemble size may be, 

focusing on forecast skill (in particular the correlation between the ensemble mean forecast and 

observations) of some of the leading extratropical modes of variability (PNA, NAO, AO).  We 

focus on these modes because there is some evidence that a substantial increase in skill in 

forecasting them can be obtained by greatly increasing the number of ensemble members well 

beyond the 10 or so typically used in seasonal forecasting (Scaife et al.   2014). 

 

The results presented here are preliminary since they are based on only 6 years of forecasts 

(2005, 2006, 2009, 2010, 2015, 2017), all initialized on Nov 27.  For this purpose we examine 

the results of 40 ensemble members (produced by perturbing the atmosphere, see Table 1) for 

each year of forecast, though we make use of the fact that we can generate M = N!/[k!(N-k)!] 
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different combinations of size k from the N=40 ensemble members. The results (in this case the 

correlations with observations) based on the ensemble means of the M different sets of k 

members are averaged to get an average correlation for that ensemble size. At one extreme, if 

k=1 then M=40, and we generate 40 correlations from the 40 individual ensemble members, 

which we then average into a single value.  At the other extreme, if k=40, then we have M=1, 

which gives us just 1 correlation value associated with the ensemble mean of 40 members. 

Given that we only have 6 years of forecasts, we also combine the results for various ranges of 

forecast leads.  

 

Figure 19 shows that at short forecast leads (1-10 days) the skill is already quite high for a 

single ensemble member and that the skill saturates at about 5 ensemble members.  There is also 

some evidence that increasing the ensemble size has the greatest impact on PNA forecasts at 

these leads.  At longer forecast lead times (11-20 days, and 21-30 days) the overall skill levels 

drop as expected, but there is also a gradual increase in skill with increasing number of 

ensemble members, though any increase beyond about 30 members is quite marginal.  At the 

longest lead times (31- 50 days) the skill is quite low (no skill for the AO), and again little 

support for increasing the ensemble size much beyond 30 or so. 

 

In summary, these results indicate that much of the overall increase in skill in predicting these 

leading extratropical atmospheric modes at subseasonal time scales occurs in going from a 

single ensemble member to about 10 ensemble members.  Also, the skill largely saturates at 

about 30 ensemble members.  There is, however, some suggestion that skill continues to 

increase slowly for ensemble sizes greater than 30 for the longer forecast leads (beyond 20 days 
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or so), consistent with the Scaife et al. (2014) study which focused on seasonal forecasts of the 

NAO. 

 

 

 

Figure 19:  The impact of ensemble size on skill of the forecasts made with the S2S-2 system 
for the NAO, PNA and AO indices as measured by the correlations with observations 
(MERRA-2).  The results are based on 40 ensemble members (with perturbed atmospheric 
conditions) initialized on Nov 27 of the years 2005, 2006, 2009, 2010, 2015, 2017.   Results for 
lead times within the indicated ranges are combined to increase the degrees of freedom.  See 
text for details. 
 

3.3.3 Impact of Stratification  

Here we utilize the 5 months-long experimental forecasts initialized in November 2017 (Table 

1) to assess our sampling strategy (see Section 3.2).  The full 110-member ensemble consists of 

30 that are based on lagged initial conditions (runs started each day in Nov 1-30) and 80 that are 

initialized on Nov 27 using the burst approach; of the latter, 40 have atmospheric perturbations 
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and another 40 have oceanic perturbations.  Given the importance of ENSO at the longer 

forecast leads, we focus on the Niño3.4 SST index. 

 

We treat the N=110 ensemble members as our population and wish to choose an optimal7 

subsample in the sense that it minimizes the variance of the sample mean (see Section 3.2).  

While at this point the choice of the size of our subsample is somewhat arbitrary, we consider 

here an n=30-member subsample, since it likely represents a realistic downsizing fraction that 

we hope to introduce in practice (with the smaller ensemble being roughly 1/4 the size of the 

larger initial ensemble, whatever that may turn out to be). 

 

We consider subsampling after both the first month (Dec 2017) and second month (Jan 2018) of 

the forecasts to get some sense of the sensitivity of the stratification to the lead time at which we 

do the subsampling.   The stratification in each case is based on the daily Niño3.4 values and 

employs the KMEANS algorithm to separate the grand ensemble into L clusters (see section 

3.2), where we consider values of L = 3, 4, 5, 6, 7 and 10.  We select, at random, a sample of 

members from each cluster (h), where the size of each sample is proportional to the size of 

corresponding population cluster (𝑛� = 𝑛 ��
�
,	or the so-called proportional sampling – see 

Section 3.2).  The monthly 30-member ensemble means obtained from such a sampling strategy 

are compared with those obtained by simply taking a sample of 30 members at random from the 

 
7 While (as discussed in Section 3.2) Neyman sampling is optimal, we choose here to do 
proportional sampling given the overall limited number of ensemble members we have to 
compute the within-strata population variances. 
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population’s 110 ensemble members.  We note that an unbiased estimate of the mean for 

stratified sampling is (Cochran 1963): 

   𝑦\� = ∑ ��
�
𝑦�...�

��b ,      (3.18) 

where 

𝑦�... =
b
~�
∑ 𝑦�v
~�
v�b      (3.19) 

is the mean of 𝑦 in stratum h.  In the case of proportional sampling (3.1.7), we have: 

  𝑦\� = ∑ ��
�
𝑦�...�

��b  = ∑ ~�
~
𝑦�...�

��b  = b
~
∑ ∑ 𝑦�v

~�
v�b

�
��b  ,  (3.20) 

which is simply the average of the n=30 stratified ensemble members. 

 

The key metric we use to assess the value of stratification is the ratio (ℜ) of the variance of the 

sample mean obtained from stratification (𝑦\� ) to that obtained from a simple random sampling 

of the population (𝑦S� ), namely  

ℜ = QRS	(0�)....

QRS	(0�)......       (3.21) 

We compute those variances using a Monte Carlo approach.  In particular, given the L 

clusters/strata, we randomly sample the strata proportionally (in fact we do this 1000 times with 

different random seeds), to obtain 1000 estimates of the sample ensemble mean, from which we 

then estimate the variance of the sample mean.  Those results are compared with the results 

obtained analogously for simple random sampling from the population.    

 

Figure 20 shows, as an example, the results for 5 strata. The individual dashed lines are the 

1000 30-member ensemble means computed with the repeated sampling described above.  All 

the results (whether obtained through stratified or random sampling, during either the first or  
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Figure 20:  Ensemble means of forecasted Niño3.4 based on stratified (left panels) and random 
(right panels) sampling.  The top panels are based on choosing the ensemble members from the 
1st month of the forecasts (Dec 2017), while the bottom panels are based on choosing them from 
the second month (Jan 2018).  For the left panels, the sampling is done proportionally 
employing 5 strata/clusters.   The population size is 110 while the subsampled ensemble 
consists of 30 members.  The individual lines are the ensemble means, 𝑦,� 	produced by 
repeatedly sampling 30 members using a Monte Carlo approach (with 1000 random seeds), 
sampling randomly from within the strata (left panels) and from the entire population (right 
panels). The thick solid lines show the mean of the original 110-member ensemble. 
 

second month) show basically the same evolution as the grand mean (thick solid lines).  There 

are, however, substantial differences in the variance of the ensemble means, as suggested by the 

differences in the spread of the 1000 ensemble members.  In particular, the initial spread 

appears much reduced for the stratified samples (left panels) compared to that for the random 

sampling from the full population (right panels).  It also appears that the stratification based on 

the second month (bottom left panel of Fig. 20) produces reduced spread (variance of the 

ensemble means) that extends out to longer forecast leads (cf. top left and bottom left panels of 
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Fig. 20).  This is quantified in terms of the ratio (ℜ) shown in Fig. 21 for several different 

choices of the number of strata.  The results illustrate that while there is a substantial reduction 

in ℜ when the sampling is done during the first month (left panel), that benefit is rather quickly 

lost (within a couple of months further into the forecast).  In contrast, when the sampling is 

done based on the second month (right panel), the benefit persists longer, extending into the 5th 

month. 

 

 

Figure 21:  The ratio of variances of the ensemble mean of the Niño3.4 index for stratified 
versus random sampling (ℜ = QRS	(0�)....

QRS	(0�).....), based on sampling after the first month of integration 
(Dec 2017, left panels) and after the second month of integration (Jan 2018, right panels).  
Results are presented for 3, 4, 5, 6, 7 and 10 clusters (strata). Variances are estimated from the 
Monte Carlo results shown in Fig. 20. See text for details. 
 

We interpret the above results as follows.  Performing the stratification very early in the 

forecasts will tend to emphasize the variance structure of the initial perturbations, and those 

structures are not well maintained as the forecasts evolve beyond the first month.  On the other 

hand, by the second month the clusters are more likely to reflect the uncertainties associated 

with the underlying dynamical evolution of the climate system, which are maintained much 
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longer into the forecast.  One final note is that we find rather little benefit from increasing the 

number of strata beyond 4 or 5.  This is presumably in part a reflection of the limited size (110 

members) of our population. 

 

4. Summary and Conclusions 

Many models used for short term climate forecasts tend to be under-dispersive in their SST 

ensemble forecasts.  GEOS S2S-1 (the system first used by the GMAO to provide forecasts to 

the NMME project) is no exception, with a history of producing overconfident El Niño 

forecasts; for S2S-1, the ensemble spread in the Niño SST indices is small compared to the 

actual forecast errors.  This changed in 2017 with the introduction of the S2S-2 system.  While 

our analysis here was based on a limited number of ensemble members, all indications are that 

this system has considerably increased dispersion in the SST ensemble forecasts compared with 

S2S-1, producing ensemble uncertainties in Niño3.4 predictions that are more in line with the 

forecast errors, though S2S-2 appears to be over-dispersive at some of the longest forecast 

leads.   These changes in ensemble dispersion appear to reflect changes in the model climate 

variability rather than any changes in the method of initializing the ensemble members (both 

sets of predictions examined here were based on only time-lagged initial states), with the S2S-2 

model exhibiting more realistic (increased) subseasonal SST variability, though excessive 

interannual (ENSO) variability.  It is only at the shorter forecast leads (1-2 months) that the 

S2S-2 system still appears to be somewhat under-dispersive. 

 

Looking ahead to our next subseasonal-to-seasonal forecast system (S2S-3), we have examined 

in more detail our approaches to generating ensemble members.  Currently these are generated 
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using a combination of time-lagged initial conditions (initialized every 5 days on a fixed 

calendar) and so-called burst forecasts initialized on the pentad falling closest to the beginning 

of the month.  For the bursts, the ensemble members are currently generated by adding 

perturbations to the analysis state, with the perturbations consisting of scaled differences 

between two analysis states separated by 5 days.  We analyze here the characteristics of the 

perturbations generated in this way, with some focus on how these characteristics vary with the 

separation time (t) between the two analysis states used to generate them.  The key results are: 

1) By varying the time between the two analysis states (from t=1 to 10 days), we are able 

to produce perturbations representative of a wide array of what appear to be physically 

realistic spatial structures in both the atmosphere and ocean.  In fact, an examination of 

the leading eigenvectors (EOFs) of the relevant covariance matrices of the difference 

fields shows that the perturbations are in effect sampling well-known modes of 

variability.  In the atmosphere these modes include middle latitude synoptic weather 

systems and teleconnections, tropical easterly waves, and MJO-like structures, while in 

the ocean these include various fluctuations in the thermocline and tropical Pacific 

instability waves. 

2) A further analysis of the EOFs associated with the difference fields shows that they are 

strongly similar to the fastest growing modes of the linear propagator of the relevant 

dynamical system. In fact, under somewhat restrictive conditions, the EOFs of the 

difference fields are identical to the left singular vectors of the appropriately linearized 

dynamical operator. 

3) The amplitude of the unscaled difference perturbations is a function of the separation 

(t).  Therefore, efforts to provide a consistent amplitude of the perturbations that is 
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independent of t (for example, if it is desirable for all perturbations to have amplitudes 

that are a fixed fraction of the climatological variance) must account for the temporal 

autocorrelation of the fields in question. 

 

Based on these results, we recommend that for our upcoming S2S-3 forecast system, the 

perturbations used for the burst approach should be generated with several different separation 

times between the analysis states, an approach we refer to as a Synchronized Multiple Time-

lagged (SMT) approach.  This appears to be a viable (relatively simple to implement and 

effective) approach to injecting uncertainty into a number of key atmospheric and oceanic 

modes of variability believed to have a significant impact on the early stages (1-2 months) of 

forecast error growth. 

 

Results of our initial limited tests employing both time-lagged and burst modes with the S2S-2 

system varied considerably from one year to the next.  Nevertheless, a number of results appear 

to be reasonably robust.  Focusing on SST, we found that after the first few months all of the 

various approaches we tried (lagged, burst, atmosphere-only perturbations, ocean-only 

perturbations) produced similar results in terms of the Niño3.4 ensemble spread, consistent with 

previous results with other systems (e.g., Vialard et al. 2005).   Somewhat greater spread was 

seen early on for the lagged ensembles, presumably reflecting the effectively larger initial 

perturbations from that approach, with however some evidence of more rapid growth of 

ensemble spread for the burst forecasts during the first few months.  In addition, we believe that 

in order to substantially increase the ensemble spread in Niño3.4 during the first 1-2 months, we 

will likely need to increase the amplitude of the perturbations in the ocean given that the 
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atmospheric perturbations appear to be ineffective in impacting the ocean on such short time 

scales.   

 

While we have yet to isolate the separate impacts of the different SMT perturbations on the 

overall growth of uncertainty (something that will require many more forecasts than are 

currently available), we are nevertheless convinced (given their connections to physically 

realistic modes of variability) that such perturbations should play an important role, especially 

in the growth of uncertainty in the atmosphere during the first month or so of the forecasts (the 

subseasonal forecasts).  With that in mind, we recommend a combination of lagged and burst 

approaches (with burst perturbations computed with separation time scales of 1, 3, 5 and 10 

days) as the best way of ensuring that we sweep the widest range of possible error growth 

trajectories, especially during the first few months of the forecasts. 

 

Our tests regarding ensemble size focused on assessing improvements in the skill of predicting 

some of the leading modes of boreal winter atmospheric variability, particularly the NAO, PNA 

and AO.  This focus was inspired by the results of Scaife et al. (2014), which suggest that the 

skill of predicting the NAO (at seasonal time scales) continues to increase with ensemble size 

out to 60 members and beyond.  Our results, while not entirely inconsistent with the Scaife et al. 

(2014) study, indicate that little is to be gained (in terms of skill) by increasing the ensemble 

size much beyond 30 or so, though it should be noted that our focus was on subseasonal time 

scales, and we did find some small increase in skill for larger ensemble sizes (beyond 30) at the 

longer forecast leads. 
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Finally, anticipating continued computational resource limitations and timeliness constraints 

(e.g., for delivery of the forecasts to NMME), we have outlined a strategy for reducing the 

forecast ensemble size after a specified lead time (say, 2 months).   Based on our initial results, 

the strategy, which involves performing a stratified sampling of the early larger ensemble in a 

way that accounts for the emerging directions of error growth, shows considerable promise for 

reducing the uncertainty in the ensemble mean (compared with simple random sampling) when 

the sampling is done after the second month of the forecasts.  To some degree, the reduction in 

uncertainty appears to be maintained up to 3 months further into the forecasts. 
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